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a b s t r a c t

The use of microbubbles to enhance mass transfer in a compact bubble column has become a valuable
topic recently. When the liquid flow induced by the presence of microbubbles is taken into account,
the behavior of the microbubbles may differ widely from simple estimations. One example is the change
of the residence time, which is determined not only by slip velocity but also the velocity of the surround-
ing liquid. In the present study the effect of the bubble-induced liquid flow on mass transfer in microbub-
ble plumes is analyzed numerically. A two-way coupling Eulerian–Lagrangian approach is used to
simulate oxygen bubble plumes with initial bubble diameters from 100 lm to 1 mm and a maximum
local void fraction of less than 2% in compact rectangular tanks. The simulations illustrate that the effect
of bubble-induced liquid velocity on the residence time of microbubbles increases with the decrease of
initial bubble diameters, and also increases with the reduction of initial water depth. The differences
between the concentrated and uniform bubble injections are compared. The results show that the uni-
form injection of microbubbles provides much better mass transfer efficiency than the concentrated
injection, because the bubble-induced liquid flow is suppressed when bubbles are injected uniformly
over the entire bottom of the tank.

� 2008 Elsevier Ltd. All rights reserved.
1. Introduction

Bubble plumes with mass transfer are widely observed in bio-
logical, chemical and environmental applications, for which reason
there is great value in trying to enhance mass transfer in compact
bubble column using microbubbles with minimal energy con-
sumption. Prior to any consideration of the effects of liquid flow,
a simple analysis suggests the use of microbubbles, first, because
the great amount of contact surface area between the gas and li-
quid phases enhances mass transfer, and second, longer residence
time may be expected because smaller bubbles rise with a lower
slip velocity. However, because the residence time of bubbles in
a plume is determined not only by the bubbles’ slip velocity, but
the velocity of the surrounding liquid, the consideration of liquid
flow becomes the more important for microbubbles since their
motion, due to their lower slip velocity, makes them easier to be
affected by the surrounding liquid than larger bubbles. This consid-
eration requires a detailed analysis of the effects of bubble-induced
liquid flows, which is important for the design of a compact chem-
ical reactor with microbubble plumes.
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Many studies on bubble columns and gravity driven bubble
flows have been reviewed by Joshi et al. (2002) and Mudde
(2005). The phenomenon that the gravity acts with a non-uniform
gas fraction profile in a bubble column to accelerate bubbles in the
center of the plume and decelerate bubbles near the walls was ini-
tially proposed by Hills (1974), who concluded that the effect of
the liquid flow leads to a broad distribution in the residence time
of the bubbles. Since then, few quantitative analyses of the effects
of bubble-induced liquid velocity on residence time have been
reported. Experimental study of the bubble residence time in a
bubble column is problematic because of the technical difficulty
of tracing a single bubble among tens of thousands in a three-
dimensionally transient bubble flow. However, the development
of methods for the numerical modeling of bubble plumes and com-
putational techniques has enabled the numerical simulation of
bubbly flows and the tracking of individual bubbles.

The Eulerian–Lagrangian approach has been widely applied in
the study of the motion of dispersed phase (solid particles, gas
bubbles or droplets) in a continuous phase (gas or liquid) from a
low to moderate void fraction. Two different treatments on the
Eulerian approach side have been reported in studies using the
two-way coupling Eulerian–Lagrangian approach. In one of these,
the fluid with the dominant volume fraction in the flow field is
treated as the continuous phase, and interactions between the
two phases are given explicitly as source terms in the momentum
equation for the continuous phase. This has been the most popular
method adopted in the studies of two-phase flow with the Euleri-
an–Lagrangian approach (Squires and Eaton, 1990; Elghobashi and
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Truesdell, 1993; Spelt and Biesheuvel, 1997; Delnoij et al., 1997;
Climent and Magnaudet, 1999; Mazzitelli et al., 2003). The other
method treats the entire mixture of liquid and bubbles with the
Eulerian approach, and solves the motion of the mixture using
one set of momentum equation (Murai and Matsumoto, 1998; Dru-
zhinin and Elghobashi, 2001; Sokolichin et al., 2004; Gong et al.,
2007). Here the interaction terms between the two phases are can-
celed out in the momentum equation. This method of two-phase
coupling differs from the two-way coupling discussed by Drew
(1983) and Zhang and Prosperetti (1994). As noted by Sokolichin
et al. (2004), its ‘‘weaker” two-way coupling indicates the differ-
ence that the interaction terms are not explicitly counted in the
momentum equations for the mixture and for bubbles.

Mass transfer inside a bubble plume involves multi-scale phe-
nomena, and the wide distribution of various scales and large bub-
ble numbers (around 106) makes direct numerical simulations in
these studies impossible with current computing technology. In-
stead of doing that, the averaged Sherwood number based on the
relative motion of bubbles to the surrounding liquid (Clift et al.,
1978) is often used to study the mass transfer in bubble plumes.
Bauer and Eigenberger (1999) proposed the concept of multi-scale
modeling for coupling detailed plume structures with mass trans-
fer. In their study, the time scale of the synthesis reaction for gas
and liquid is assumed to be larger than that of the fluctuation of
local hydrodynamics but sufficiently faster than that of the large-
scale mixing in the plume. Whereas Bauer & Eigenberger used
the Eulerian–Eulerian approach, Darmana et al. (2005) and Gong
et al. (2007) simulated the mass transfer in bubble plumes by
tracking each bubble individually with the Eulerian–Lagrangian
approach, in which the information of each bubble, such as veloc-
ity, diameter and location, is used for the calculation of mass trans-
fer rate directly to give a better resolution.

In this study, the effect of the bubble-induced liquid flow on
residence time and mass transfer efficiency is analyzed with the
Eulerian–Lagrangian approach. In Section 2, the mathematical
model for the present problem is introduced. In Section 3, the
numerical results are presented. The effects of the induced flow
with different initial bubble sizes and water depths are analyzed,
and the effect of bubble injection methods is discussed. Section 4
presents conclusions.
2. Governing equations

2.1. Mathematical model of the bubble plume with Eulerian–
Lagrangian approach

In this study, a two-way coupling Eulerian–Lagrangian ap-
proach is used to simulate bubble plumes with mass transfer. De-
tails of the governing equations are presented in our previous work
(Gong et al., 2007), and summarized briefly as follows.

In the present simulations, the following continuity and
momentum equations for the mixture of liquid and bubbles are
used

@ðfLqLÞ
@t

þr � ðfLqLuLÞ ¼ 0; ð1Þ

@ðfLqLuLÞ
@t

þr � ðfLqLuLuLÞ

¼ �rpþr � le ruL þ ðruLÞT �
2
3

Ir � uL

� �
þ fLqLg; ð2Þ

where the density of the gas phase is assumed to be much smaller
than that of the liquid phase and so is neglected; fL is the volume
fraction of liquid; le is the effective viscosity of the mixture of
the liquid and bubbles as a dilute suspension, which is given as
le = (1 + 2.5fG)lL in the case of sufficiently contaminated bubbles
which behave like solid particles (Batchelor, 1967). It is noted that,
in the present method, two-way coupling is conducted through the
pressure Poisson equation with the constraint of continuity equa-
tion for the mixture r � ðfLuL þ fGuGÞ ¼ 0 (see Appendix A for more
details). This gives the coupling in the momentum equation through
the pressure term, although the interaction terms do not appear
explicitly in the momentum equation.

The translational motion of individual bubbles is tracked using
the following equation

dvb;k

dt
¼ 3

DLuL

Dt
� 2g� 3CD

2dk
jvb;k � uLjðvb;k � uLÞ; ð3Þ

where vb,k and dk are the velocity and diameter of the kth bubble.
The subscript b denotes bubble. The buoyancy force, the inertial
force due to liquid acceleration, the added-mass force and drag
force are taken into account. In Eq. (3), lift force is neglected since
it is substantially small compared to other forces in the present sim-
ulation when heavily contaminated microbubbles are assumed
(Fukuta et al., 2008). The history force is also neglected because it
does not show significant contribution as long as the bubbles are
not exposed to a sufficiently large pressure gradient (Takagi and
Matsumoto, 1996; Takemura and Magnaudet, 2004).

In Eq. (3), the added-mass coefficient of 0.5 has been used; the
drag coefficients for solid spheres, as summarized in Table 5.2 in
Clift et al. (1978), which were proposed by Oseen (1910) for Reb

6 0.1, Beard (1971) for 0.1 < Reb 6 20, and Clift et al. (1978) for
20 < Reb6 260, respectively, are adopted according to different bub-
ble Reynolds numbers

CD ¼
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where Reb ¼ qLdjvb � uLj=lL.
Bubble position is calculated explicitly as

Xb;kðtÞ ¼ Xb;kð0Þ þ
Z t

0
vb;kðsÞds: ð5Þ

The void fraction of bubbles in grid scale is evaluated by

fG ¼
1
VL

XNb

k¼1

xk
pd3

k

6

 !
; and f L ¼ 1� fG; ð6Þ

where VL is the volume of the computational cell, i.e. the control
volume for the descretization; Nb is the number of bubbles in the
control volume; xk is the weighting function which indicates the
distance weight of the kth bubble from the center of the bubble
to the center points of the control volume. The method used to cal-
culate the weighting function xk is the same as that proposed in
Delnoij et al. (1999).

In this study, in order to capture the detailed plume structures
we use high order central difference scheme (Morinishi et al.,
1998) to exclude numerical viscosities and a dense grid to discret-
ize the flow field. 40 � 40 � 40 grid points are used for the simula-
tion of 0.1 � 0.1 � 0.1 m3 water tank, by which grid density the
grid independence of the time-averaged properties of the numeri-
cal results was confirmed and the present Eulerian–Lagrangian ap-
proach was validated through reproducing the detailed plume
structure of 130 lm bubbles (Alam and Arakeri, 1993) as shown
in our previous study (Gong et al., 2007). In this study, stable
numerical results were obtained without introducing the numeri-
cal viscosity and turbulent models. The fluctuations smaller than
the grid scale in the flow field are not resolved at the present stage
so that our simulations are more valuable for showing the differ-
ences in various conditions than predicting the absolute quantities.



Table 1
The properties of liquid and gas considered in this studya.

qL, density of liquid [kg/m3] 998.2 (Water)
qG, density of gas [kg/m3] 1.331 (Oxygen)
lL, dynamic viscosity of water [Pa s] 1.002 � 10�3

r, surface tension coefficient of water [N/m] 72.75 � 10�3

D, molecular diffusion coefficient of oxygen in waterb [m2/s] 2.37 � 10�9

H, Henry’s Law constantc for Oxygen [Pa mol/mol] 4.357 � 109

a The system is at 20 oC and 1 atm = 101,325 Pa.
b Data from Reid et al. (1977) & Wilke–Chang Estimation Method (1955).
c Data from Corbitt (1999).
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2.2. Model for mass transfer in bubble plumes

The mass loss due to gas dissolution is formulated as

jb ¼ �
d
dt

pd3

6
qG

 !
¼ pd2kðcb � c1Þ; ð7Þ

where k is the mass transfer coefficient; cb is the concentration in-
side the bubble; and c1 is that in the surrounding liquid. In the
present study, the mass transfer rate of each bubble is evaluated
using the averaged Sherwood number of the bubble. Using the def-
inition of the Sherwood number Shb ¼ kd=D, where D is the molec-
ular diffusion coefficient, Eq. (8) is given as

jb ¼ pdShbDðcb � c1Þ ; ð8Þ

where the averaged Sherwood number Shb is calculated using the
Reynolds and Peclet numbers (Clift et al., 1978) where

Shb ¼ 1þ ðPeb þ 1Þ1=3Re0:077
b ; ð9Þ

and where Peb ¼ djvb � uLj=D: Eq. (9) is available for a solid sphere
in the range of 1 6 Reb 6 400. The concentration c1 in Eq. (8) is
calculated by a 3rd order Lagrangian interpolation with the concen-
tration (on the grid scale) in the surrounding liquid to the location
of the bubble. The concentration inside bubble cb in Eq. (8) is
calculated with the equilibrium assumption of concentration over
a liquid and gas interface using Henry’s Law as

c� ¼ a
pb

H
; ð10Þ

where pb is the pressure in the bubble and a is the mole fraction of the
soluble gas. Proper utilization of the units is important for this equa-
tion, a discussion of which may be found in Sander (1999). The units
used here are mol per mol for c*, Pa per mol-fraction forH, and Pa for pb.
The surface tension effect with a surface tension coefficient r, is con-
sidered when the pressure inside bubble is calculated, as

pb ¼ pLðxbÞ þ
4r
d
: ð11Þ

Bubble diameter changes corresponding to the loss of mass and
change of pressure in the bubble. The experiment by Takemura and
Yabe (1999) showed that diameter change due to pressure varia-
tion inside a bubble by a translational motion is much smaller,
and negligible when compared with the effect of mass loss. The fol-
lowing equation is used to calculate the diameter change:

_d � 2jb

pd2qG

: ð12Þ

On the grid scale, the source term for the concentration equa-
tion is given by averaging the dissolution rates of all bubbles in
the control volume as

SL ¼
1
VL

XNb

k¼1

ðxkjkÞ; ð13Þ

where xk is the same distance weighting function as in Eq. (6). The
transportation equation for the concentration of the dissolved gas is

@

@t
ðfLcLÞ þ r � ðfLcLuLÞ ¼ r � ½DrðfLcLÞ� þ SL: ð14Þ

More details on boundary conditions used in the present simula-
tion, such as free surface boundary on the top of the bubble column,
were explained in detail in our previous work (Gong et al., 2007).

3. Numerical results and discussion

A compact rectangular water tank is introduced in the present
simulations for the oxygen microbubble plumes. The tank has a
square cross-section in the horizontal plane, 0.1 m on each side.
Water depths H0 are initially set as 0.1 m and 0.4 m in order to
check the effect of bubble-induced liquid velocity at different ini-
tial water depths. The depth of 0.1 m is not representative of most
practical utilizations, such as where larger bubbles of 3–5 mm in
diameter or greater are often used; but when microbubbles are
introduced, e.g., 100 lm bubbles, 0.1 m becomes a realistic water
depth for a compact chemical reactor (Gong et al., 2007).

The initial bubble diameter for each plume is set uniformly
within the range of 100 lm to 1 mm. The oxygen supply rate is
fixed at 10�8 m3/s and the maximum void fraction at the bubble
injection region is less than 2%. Two different bubble injection
methods are used in the present simulations, concentrated and
uniform. For the concentrated method, an injection region of
0.01 m square area is set at the center of the tank bottom, and bub-
bles are randomly released over the entire injection area. For the
uniform method, the injection region is set as the entire bottom
of the tank. In this study, microbubbles are assumed to be at termi-
nal velocity at injection, which is a reasonable assumption since a
rising bubble reaches its terminal velocity soon from the rest state
within the height of several bubble diameters (Zhang and Finch,
2001).

The physical and chemical properties of oxygen and the liquid
we used are summarized in Table 1.

The numerical algorithm is given in Appendix A. 40 � 40 � 40
grid points are used for the simulation of 0.1 � 0.1 � 0.1 m3 water
tank. The time step is decided based on the smaller one of the time
scales for the diffusion stability s1 <

D2

2l (where D is the grid length)
and the relaxation of the translational motion of a bubble
s2 ¼ 2d2Reb

3CDl . Using these parameter sets, stable numerical solutions
are achieved.

3.1. The effect of initial bubble diameter for different initial water
depths

Fig. 1 shows the plume profile, liquid velocity and concentration
contours of dissolved oxygen in the tank when the initial water
depth equals 0.1 m. As shown in the figures, bubbles are concen-
trated in the center of the plume. The non-uniform presence of
bubbles induces an upward flow of liquid due to the buoyancy ef-
fect; as the liquid in this region flows in the same direction as the
rising bubbles, the bubbles are lifted by the surrounding liquid. The
concentration contours show that the dissolution of oxygen in the
plume with smaller bubbles is more efficient than that with larger
ones.

Differences in plumes with the same initial bubble diameter
(200 lm) but different water depths (0.1 and 0.4 m) are shown
in Fig. 2. The plume in 0.4 m water depth has more space for the
dispersion of bubbles with the development of the bubble-induced
liquid flow than the plume confined to 0.1 m depth. Spatial varia-
tions in liquid flow and the dispersion of bubbles from the center of
the plume reduce the local void fraction and attenuate the buoy-
ancy effect. As indicated by the velocity distribution and stream
lines of the averaged liquid flow field, the circulation induced in



Fig. 1. Snapshots of bubble plume profiles, liquid velocity and the concentration contours of dissolved oxygen in the central plane of the oxygen bubble plumes with different
initial bubble diameters (t = 60 s, H0 = 0.1 m; (a) d0 = 0.1 mm; (b) d0 = 0.5 mm; (c) d0 = 1.0 mm).

Fig. 2. The effect of the initial water depth on the bubble plumes with mass transfer (d0 = 0.2 mm). From left to right figures are, respectively: snapshots at 60.0 s which are
(1) plume profiles (2), the velocity field of the liquid phase (3), the concentration contour in the central plane of dissolved gas; and (4) and (5) are the averaged liquid velocity
of the well developed flow field in the central plane, and the stream lines of the averaged liquid flow field contoured with the module of averaged liquid velocity.
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the lower water depth is less complex. The greater water depth
exhibits increased circulation with greater fluctuations.

We evaluate the terminal velocity of a bubble from the balance
of drag force and buoyancy as

vb;0 ¼
4d0g
3CD

� 	1=2

; ð15Þ

where the subscript 0 denotes the initial state. The averaged bubble
velocity up to the surface of the water is normalized by this termi-
nal velocity and shown in Fig. 3a and b, respectively, for 0.1 and
0.4 m water depths. Fig. 3a shows that the averaged velocity of
bubbles is larger than the initial terminal velocity because of the
bubble-induced liquid flow. In the plume with 1mm bubbles, the
bubble velocity is less than twice terminal velocity, which indicates
that the slip velocity is larger than the induced liquid velocity. How-
ever, in the plume with 100 lm bubbles, the maximum induced
liquid velocity is around 10 times greater than the terminal velocity.
Fig. 3b shows that with a greater water depth, the maximum bubble
velocity in the plume with 100 lm bubbles also exceeds 10 times
terminal velocity, though as the flow develops, velocity decreases,
and even falls below initial terminal velocity due to bubble shrink-



Fig. 3. The normalized bubble velocity up to the surface of the water ((a)
H0 = 0.1 m; (b) H0 = 0.4 m; tb,0 is the terminal velocity of a single bubble,
vb;0 ¼ ð4d0g

3CD
Þ1=2).

Fig. 4. The normalized residence time of bubbles with different initial bubble
diameters and initial water depths (t* is the estimated residence time of an isolated
bubble, t� ¼ H0ð4d0 g

3CD
Þ�1=2).

Fig. 5. Oxygen dissolution efficiency in bubble plumes (the estimated value for an
isolated bubble is Efi ¼ qdis

qinj
¼ 1� expf�3

ffiffiffi
3
p qL TRD

ML g1=2H
ShbhC1=2

D d�5=2
0 103g).
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age with the dissolution of gas as the bubbles rise. Fig. 3 indicates
that the smaller the initial bubble size is, the greater the effect of
bubble-induced liquid velocity on rising velocity of bubbles, and
this effect of the induced velocity is more obvious for the plume
in a lower water depth.

Eq. (16) gives an estimation of the residence time of an isolated
bubble without considering the effect of bubble-induced flow as

t� ¼ H0
4d0g
3CD

� 	�1=2

; ð16Þ

where H0 is the initial water depth. Normalized by t*, the averaged
residence time of bubbles in plumes is shown in Fig. 4. For plumes
in the 0.4 m water depth with bubbles smaller than 200 lm, no res-
idence times are shown because in the present simulations for these
cases the oxygen bubbles dissolve efficiently and most of them dis-
appear before reaching the water surface. Fig. 4 shows that the
averaged residence time in plumes becomes smaller than the esti-
mated value, t*, due to the effect of the induced flow. In the plumes
with 0.1 m water depth, the residence time for 1 mm bubbles is
about 70% of the estimated value, while for 100 lm bubbles, it is
only about 10% of the estimated value. This result suggests that
the dependence of the averaged residence time on the induced
velocity increases as initial bubble size decreases. The residence
time in 0.4 m water depth does not decrease sharply with the de-
crease of initial bubble size as shown in 0.1 m water depth, which
reveals that the dependence of bubble residence time on bubble-in-
duced liquid velocity is higher at the lower initial depth.

Fig. 5 shows the oxygen dissolution efficiency in the bubble
plumes. Here, dissolution efficiency is defined as the ratio of the
amount of gas dissolved qdis to the amount of gas injected qinj.
Eq. (17) is proposed as the estimated dissolution efficiency of an
isolated bubble with negligible diameter change (see Appendix B
for details):

Efi ¼
qdis

qinj
¼ 1� exp �3

ffiffiffi
3
p qLTRD

MLg1=2H
ShbhC1=2

D d�5=2
0 103

� �
; ð17Þ

where R is the universal gas constant; T is the temperature of the
system; ML is the molecular weight of the liquid. As shown in
Fig. 5, the dissolution efficiency of the plume with 1 mm bubbles



Fig. 7. The normalized bubble velocity up to the surface of the water with uniform
injection in the entire bottom area (H0 = 0.1 m; tb,0 is the same estimated velocity as
used in Fig. 3).
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is almost the same as the estimated value, but efficiency in the
0.1 m water depth cases increases more slowly than the estimated
value as initial bubble diameter is reduced. This is because as initial
bubble size falls, residence time becomes more dependent on bub-
ble-induced liquid velocity than slip velocity, resulting in a dra-
matic reduction in residence time and a clear reduction in mass
transfer efficiency. Fig. 5 also shows that efficiencies are closer to
the estimated value with initial bubble diameters smaller than
200 lm at the 0.4 m depth than at 0.1 m, and decreased mass trans-
fer efficiency due to acceleration from bubble-induced liquid flow is
more obvious in the 0.1 m depth.

These results are problematic for industrial applications. Expec-
tations for microbubbles have included improved mass transfer
efficiency and lower operation costs as a result of smaller tank
sizes. Unfortunately, smaller tank sizes and microbubbles bring
about lower bubble residence time and mass transfer efficiency
due to the increased dominance of bubble-induced liquid velocity,
a problem which provides more than sufficient motivation to con-
tinue detailed analyses on bubble injection methods.

3.2. The effect of bubble injection method

In this section analysis is confined to the 0.1 m water depth, the
target tank reduction size of this study, with simulations compar-
ing bubble flows of uniform and concentrated injection.

The plume profiles, velocity of liquid fields and the concentra-
tion contours of dissolved oxygen are shown from left to right,
respectively, in Fig. 6. When bubbles are injected uniformly, they
distribute more uniformly throughout the tank and bubble-in-
duced liquid velocity is much smaller than with concentrated
injection, and the concentration distribution of the dissolved oxy-
gen is uniform. Higher concentration is observed near the bottom
because more gas dissolves and accumulates there.

The averaged rising velocities of bubbles with uniform injection
normalized with terminal velocity are shown in Fig. 7. These differ
greatly from bubble behaviors exhibited in concentrated injection
shown in Fig. 3, as there was no acceleration. Fig. 7 shows that the
bubbles decrease in velocity as they rise due to shrinkage with gas
dissolution.
Fig. 6. The comparison of the oxygen bubble plumes with different bubble injection met
velocity and the concentration contours of dissolved oxygen in the central plane ((a) with
entire bottom area; t = 60 s, H0 = 0.1 m, d0 = 200 lm).
Absent bubble-induced liquid velocity, residence time with uni-
form bubble injection becomes more dependent on slip velocity. As
shown in Fig. 8, residence time for concentrated injection is always
smaller than estimated residence time, t*, whereas with uniform
injection residence time increases, and even exceeds the estimated
value due to the fact that decreased slip velocity as a result of bub-
ble shrink was not considered.

A comparison of mass transfer efficiency between the two bub-
ble injection methods is shown in Fig. 9. Dissolution efficiency with
concentrated bubble injection is always lower than that estimated
using Eq. (17), whereas it increases with uniform bubble injection.
Fig. 9 reveals that governing velocity with uniform bubble injection
is slip velocity, vice induced liquid velocity, as in the case with con-
centrated injection.
hods. Snapshots from the left to right are, respectively: bubble plume profiles, liquid
concentrated injection in the center of the bottom; (b) with uniform injection in the



Fig. 8. The comparison of the averaged residence times of bubbles with concen-
trated injection in the center of the bottom and uniform injection in the entire
bottom area (H0 = 0.1 m; t* is the same estimated value as used in Fig. 4).

Fig. 9. The comparison of the mass transfer efficiency with concentrated injection
in the center of the bottom and uniform injection in the entire bottom area
(H0 = 0.1 m; the estimated value for an isolated bubble is the same as used in Fig. 5).
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These analyses show that the uniform bubble injection over the
entire bottom of the tank results in much less induced flow, which
provides much better mass transfer efficiency than that offered by
concentrated injection. They confirm quantitatively that spatially
uniform injection of a microbubble column is the more effective
way to avoid high induced velocity and achieve efficient gas
dissolution.

4. Conclusion

In this study, bubble plumes were simulated with a two-way
coupling Eulerian–Lagrangian approach. The effects of bubble-in-
duced liquid flow on the residence time of the bubbles and gas dis-
solution efficiency with different initial bubble diameters, water
depth and bubble injection methods were investigated.

The numerical results show that with the decrease of the initial
bubble diameter in a plume, residence time and dissolution effi-
ciency become more dependent on bubble-induced liquid velocity
rather than slip velocity. This negative effect of bubble-induced li-
quid flow is more conspicuous in microbubble plumes confined in
a compact water tank with concentrated bubble injection.

The analyses for the comparison of bubble flows with uniform
and concentrated injections show that the concentrated injection
method increases bubble-induced liquid velocity, and thus reduced
mass transfer efficiency. While endeavors toward generating and
using microbubbles efficiently are valuable, a high local concentra-
tion of bubbles in the plume must be avoided in order to achieve
higher mass transfer efficiency. The present study proposes that re-
duced bubble size makes the injection method a critical matter,
and that uniform injection has been shown to offer much better
performance than concentrated injection.
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Appendix A. The present numerical algorithm for simulations of
bubble plume with mass transfer

The governing equations of the present two-way coupling Eule-
rian–Lagrangian approach for bubble plume with mass transfer are
shown as Eqs. (1) and (14). The following algorithm is used in solv-
ing the governing equations.

1. Calculate uNþ1
G , XNþ1

G with the known uN
G , uN

L and dN according
to Eqs. (3) and (5).

2. Get f Nþ1
G at XNþ1

G according to Eq. (6).
3. Get the projection speed of the continuous phase u�L with the

fractional step method according to Eq. (2) that
u�L ¼ uN
L þ Dt

3
2

AN þ BN
� �

� 1
2

AN�1 þ BN�1
� �

þ g
� �

;

where A ¼ �uL � ruL and B ¼ 1
f Nþ1
L

r � le ruL þ ðruLÞT �
2
3

Ir � uL

� �
:

4. Calculate D� ¼ 1
Dtr � ðf Nþ1

L u�LÞ �
f ðNþ1Þ
G

�f ðNÞ
G

ðDtÞ2
accounting the conti-

nuity of the mixture with Eq. (1).
5. Solve pressure Poisson equation r2pðNþ1Þ ¼ D�.
6. Correction of the velocity of liquid phase:

uNþ1
L ¼ u�L � Dt

f Nþ1
L
rpNþ1.

7. Calculate jNþ1
b with known uNþ1

G ;uNþ1
L ; pNþ1; dNandcN

L according
to Eq. (8).

8. Get dNþ1 according to Eq. (12).
9. Calculate SNþ1

L and cNþ1
L according to Eqs. (13) and (14).

10. Continue step 1 for the calculation of the next time step.

Appendix B. An estimation of dissolution efficiency for an rising
bubble with negligible diameter change

Calculating the mass transfer rate across the surface area of a
spherical bubble

jb ¼ �
d
dt

pd3

6
qG

 !
¼ pd2kðcb � c1Þ; ð7Þ

using the ideal gas law qG ¼
pG
TR and Henry’s law c ¼ pG

H

qL
ML

103, and
the assumption that the diameter change along bubble rising is neg-
ligible, we obtained

dpG

dt
¼ � 6qLTR

d0MLH
kðpG � p1Þ103; ðA1Þ

where the initial condition is pG;0 ¼ pLðx0Þ þ 4r=d0 when t=0.
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As a solution of Eq. (A1), the change of the partial pressure of
soluble gas inside the bubble is calculated as

pG ¼ p1 þ pG;0 exp �6qLTRd0MLH

k
t103

� �
: ðA2Þ

Thus, the concentration of soluble gas inside the bubble is ex-
pressed using the Henry’s law as

c ¼ c1 þ c0 exp � 6qLTR
d0MLH

kt103
� �

; ðA3Þ

where c1 ¼ qL
ML

p1
H

103 and c0 ¼ qL
ML

pG;0
H

103 .
The amount of gas dissolved from the bubble with negligible

diameter change within a rising period of tb is integrated as

qdis ¼
Z tb

0
jds ¼

Z tb

0
pd2kðc � c1Þds

¼ pd2
0k

pG;0

H

qL

ML
103

Z tb

0
exp � 6qLTR

d0MLH
kt103

� �
ds

¼ pd3
0

6
pG;0

TR
1� exp � 6qLTR

d0MLH
ktb103

� �� 	
: ðA4Þ

Placing the relation of Shb ¼ kd=D into Eq. (A4) for the mass
transfer efficient k, and estimate tb, similar to Eq. (16), with
tb ¼ hð4d0g

3CD
Þ�1=2, qdis is calculated as

qdis ¼
pd3

6
pG;0

TR
1� exp �3

ffiffiffi
3
p qLTRD

MLg1=2H
ShbhC1=2

D d�5=2
0 103

� �� 	
;

ðA5Þ

noting that the initial amount of gas injected in the bubble is

qinj ¼ qG
pd3

0

6
¼

pG;0

TR
pd3

0

6
; ðA6Þ

while the efficiency for an isolated bubble with negligible diameter
change is estimated as

Efi ¼
qdis

qinj
¼ 1� exp �3

ffiffiffi
3
p qLTRD

MLg1=2H
ShbhC1=2

D d�5=2
0 103

� �
: ð17Þ
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